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Accuracy of density functional theory in the prediction
of carbon dioxide adsorbent materials

Claudio Cazorla*a and Stephen A. Shevlinb

Density functional theory (DFT) has become the computational method of choice for modeling and

characterization of carbon dioxide adsorbents, a broad family of materials which at present are urgently

sought after for environmental applications. The description of polar carbon dioxide (CO2) molecules in

low-coordinated environments like surfaces and porous materials, however, may be challenging for local

and semi-local DFT approximations. Here, we present a thorough computational study in which the accu-

racy of DFT methods in describing the interactions of CO2 with model alkali–earth–metal (AEM, Ca and

Li) decorated carbon structures, namely anthracene (C14H10) molecules, is assessed. We find that gas-

adsorption energies and equilibrium structures obtained with standard (i.e. LDA and GGA), hybrid

(i.e. PBE0 and B3LYP) and van der Waals exchange–correlation functionals of DFT dramatically differ from

the results obtained with second-order Møller–Plesset perturbation theory (MP2), an accurate compu-

tational quantum chemistry method. The major disagreements found can be mostly rationalized in terms

of electron correlation errors that lead to wrong charge-transfer and electrostatic Coulomb interactions

between CO2 and AEM-decorated anthracene molecules. Nevertheless, we show that when the concen-

tration of AEM atoms in anthracene is tuned to resemble as closely as possible the electronic structure of

AEM-decorated graphene (i.e. an extended two-dimensional material), hybrid exchange–correlation DFT

and MP2 methods quantitatively provide similar results.

1. Introduction

The concentration of carbon dioxide (CO2) in the atmosphere
has increased by about 30% in the last 50 years and is likely to
double over the next few decades as a consequence of fossil-
fuel burning for energy generation.1,2 This excess of CO2 green-
house gas may have dramatic negative repercussions on the
Earth’s air quality and climate evolution. Besides exploitation
of renewable energy resources, carbon capture and sequestra-
tion (CCS) implemented in fossil-fuel energy plants and
ambient air have been envisaged as promising cost-effective
routes to mitigate CO2 emissions.1,2 To this end, membranes
and solid sorbents (e.g. activated carbons (AC), hydrotalcites,
and coordination polymers, i.e. zeolitic imidazolate and metal
organic frameworks) are widely considered as the pillars of
next-generation CCS technologies because of a encouraging
compromise between large gas-uptake capacities, robust ther-
modynamic stability, fast adsorption–desorption kinetics, and
affordable production costs.3 A key aspect for the success of
these materials is to find the optimal chemistry and pore

topologies to work under specific thermodynamic
conditions.4–6 Unfortunately, due to the tremendous variety of
possible compositions and structures, systematic experimental
searches of this kind generally turn out to be cumbersome. In
this context, first-principles and classical atomistic simulation
approaches emerge as invaluable tools for effective and econ-
omical screening of candidate carbon adsorbents.

Density functional theory (DFT) performed with the local-
density approximation (LDA) and generalized-gradient approxi-
mation (GGA) of the electronic exchange–correlation energy
has become the ab initio method of choice for modeling and
characterization of CCS materials. Standard DFT-LDA and
DFT-GGA methods are known to describe with precision and
affordability a wide spectrum of interactions in bulk crystals
and surfaces; however computational studies on the accuracy
of DFT in reproducing CO2-sorbent forces are surprisingly
scarce in the literature (see the “Methods” section of the work7

and references therein). In view of the ubiquity of DFT
methods to CCS science,8–11 it is therefore crucial to start
filling this knowledge gap while putting a special emphasis on
the underlying physics. Computational benchmark studies on
CO2-sorbent interactions, however, are technically intricate
and conceptually difficult since most CCS materials have struc-
tural motifs that are large in size. In particular, genuinely accu-
rate but computationally very intensive quantum chemistry
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approaches like MP2 and CCSD(T) can deal efficiently only
with small systems composed of up to a few tens of atoms,
whereas DFT can be used for much larger systems (i.e.
extended – periodically replicated in space – systems composed
of up to 1000–10 000 atoms). Consequently, computational
accuracy tests need to be performed in scaled-down systems
resembling the structure and composition of the material of
interest (e.g. the case of organic CnHm molecules to
graphene).12–15 Generalization of the so-reached conclusions
to realistic systems however may turn out to be fallacious since
intrinsic DFT limitations (e.g. exchange self-interaction and
electron correlation errors) can be crucial depending, for
instance, on the level of quantum confinement imposed by
the topology of the system.

In this article, we present the results of a thorough compu-
tational study performed on a model system composed of a
CO2 molecule and alkali–earth–metal (AEM) decorated anthra-
cene (e.g. X–C14H10 with XvCa, Li), which consists of standard
DFT (i.e. LDA and GGA), hybrid DFT (i.e. PBE0 and B3LYP),
van der Waals DFT (vdW), and MP2 adsorption energy, Eads,

16

and geometry optimization calculations. It is worth noting that
anthracene is structurally and chemically analogous to the
organic bridging ligands found in metal– and covalent–
organic frameworks (MOF and COF), thus our model conforms
to a good representation of a promising class of CCS
materials.7,17–20 We find that standard, hybrid and vdW func-
tionals of DFT dramatically fail in reproducing CO2/AEM–

C14H10 interactions as evidenced by Eads discrepancies of
∼1–2 eV found with respect to MP2 calculations. This failure is
mainly due to electron correlation errors that lead to inaccu-
rate electron charge transfers and exaggerated electrostatic
Coulomb interactions between CO2 and X–C14H10 molecules.
In the second part of our study we analyse whether our initial
conclusions can be generalized or not to extended carbon-
based materials, another encouraging family of CO2

sorbents.21–24 For this, we tune the concentration of calcium
atoms in anthracene so that the partial density of electronic
states (pDOS) of the model system resembles as closely as
possible the pDOS of Ca-decorated graphene. In this case we
find that DFT and MP2 methods qualitatively provide similar
results, with hybrid DFT and MP2 in almost quantitative
agreement.

2. Computational methods

Standard DFT calculations were done using the plane wave
code VASP25,26 while hybrid DFT and MP2 results were
obtained with the atomic orbitals (AO) code NWCHEM.27

Numerical consistency between the two codes was checked at
the DFT-PBE energy level. The values of all technical par-
ameters were set in order to guarantee convergence of the total
energy to less than 1 meV per atom. Optimized structures
were determined by imposing an atomic force tolerance of
0.01 eV Å−1 and verified as minima on the potential energy
surface by vibrational frequency analysis. Basis-set superposition

errors (BSSE) in hybrid DFT and MP2 energy calculations were
corrected using the counter-poise recipe.28 Indeed, only the
results obtained in the complete-basis-set (CBS) limit29,30 can
be regarded as totally BSSE free; however reaching that limit in
our calculations turned out to be computationally prohibitive
due to the size of the systems and the large number of
cases considered. Nevertheless, we checked in a reduced
Ca–benzene system that MP2 binding energy results obtained
with large Dunning-like AO basis sets (i.e. triple zeta cc-pVTZ
and quadruple zeta cc-pVQZ) and in the CBS limit differed at
most by 20 meV (see Fig. 1), thus we assumed the MP2/cc-
pVTZ method to be accurate enough for present purposes
(i.e. as it will be shown later, the reported discrepancies are of
the order of 1–2 eV) and regarded it as the “gold standard”. It
is worth noting that MP2 results obtained with medium and
large Pople-like AO basis sets (i.e. 6-311G++(2d,2p) and 6-311G
(2df,2pd)) are also in notable agreement with MP2/cc-pVTZ
results (i.e. Eads differences of 20–30 meV in the worse case)
whereas MP2/6-31G++ estimations (not shown in the figure)
turn out to be not so accurate.

3. Results
A. AEM-decorated anthracene systems

Carbon dioxide adsorption energy and equilibrium geometry
results obtained for AEM–anthracene systems are shown in
Fig. 2 and 3. Since the number of reaction coordinates in
CO2/AEM–anthracene systems (i.e. intermolecular distances
and molecular bond and torsional angles) is considerably
large, rather than parameterizing Eads curves as a function of
just a few of them, first we performed DFT and MP2 atomic
relaxations and then calculated all DFT and MP2 energies in
the resulting equilibrium structures. In doing this, we disre-
gard local minimum conformations, as customarily done in
computational materials studies, and gain valuable insight

Fig. 1 MP2 adsorption energy results obtained for a small CO2–Ca–benzene
system and expressed as a function of the intermolecular distance z and AO
basis set. Ca, C, H, and O atoms are represented with large blue, yellow, small
blue and red spheres, and the dashed line is a guide to the eye.
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into the energy landscape provided by each potential. It is
important to note that due to the size of the systems con-
sidered we were able to perform tight MP2 atomic relaxations
only at the 6-31G++ and 6-311G++(2d,2p) levels. Nevertheless,
MP2/6-311G++(2d,2p) and benchmark MP2/cc-pVTZ equili-
brium structures are very likely to be equivalent since the
results obtained with both methods are in fairly good

agreement (see Fig. 1 and 3), and MP2/6-31G++ and MP2/6-
311G++(2d,2p) equilibrium geometries are already very similar
(the former case is not shown here).

First, we note that equilibrium DFT and MP2 structures
obtained for both Ca– and Li–anthracene systems are percept-
ibly different (see Fig. 2). Of particular concern is the Ca–
anthracene system where, depending on the geometry optimiz-
ation method used, the plane containing the CO2 molecule
orientates perpendicularly (DFT) or parallel (MP2) to anthra-
cene. Also, we observe important differences between DFT-PBE
and DFT-B3LYP optimized geometries, the Ca atom being dis-
placed towards an outside carbon ring in the hybrid case (as it
also occurs in the MP2-optimized system). Structural differ-
ences among Li–anthracene systems are similar to those
already explained except that the gas molecule always binds on
top of the Li atom and no off-center AEM shift appears in MP2
optimizations.

Concerning Eads results (see Fig. 3), let us concentrate first
on the Ca–C14H10 case. As one can see, adsorption energies
calculated with the same evaluation and geometry optimiz-
ation method (highlighted with large grey circles in the figure)
are very different. In particular, DFT methods always predict
thermodynamically favorable CO2-binding to Ca–anthracene,
with DFT-LDA and DFT-PBE0 providing the largest and smal-
lest Eads values, whereas MP2/6-311G++(2d,2p) calculations
show the opposite. Moreover, with MP2/6-311G(2df,2pd) and

Fig. 2 Front (F) and top (T) views of equilibrium CO2-adsorption structures in
Ca– and Li–anthracene as obtained with standard and hybrid DFT and
MP2 methods. Li atoms are represented with purple spheres.

Fig. 3 CO2-adsorption energy results obtained for Ca– (a) and Li–anthracene (b), using different optimization and evaluation methods. Cases in which optimization
and evaluation methods coincide are highlighted with large grey circles. PS, PM, and PL notation stands for 6-31G++, 6-311G++(2d,2p), and 6-311G(2df,2pd) Pople
AO basis sets, respectively.
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MP2/cc-pVTZ methods large and positive adsorption energies
of ∼0.6–1.0 eV are obtained for DFT-optimized geometries, in
stark contrast to DFT Eads results (i.e. ∼−1.0 to 0.0 eV). Adsorp-
tion energy disagreements in Li–C14H10 systems are not as dra-
matic as just described, although the performance of standard
DFT methods remains a cause for concern. Specifically,
DFT-LDA and DFT-PBE predict unfavorable CO2-binding
whereas hybrid DFT and MP2 methods predict the opposite.
Also, computed MP2 energies in standard DFT-optimized
structures are negative and noticeably larger than DFT|Eads|
values. Interestingly, the series of binding energies calculated
for hybrid DFT and MP2/6-311G++(2d,2p) geometries are in
remarkably good agreement in spite of the evident structural
differences involved (see Fig. 2).

Since the agreement between MP2 and hybrid DFT results
in Ca–C14H10 is only marginally better than achieved with LDA
or GGA functionals, common self-interaction exchange errors
alone cannot be at the root of standard DFT failure. Conse-
quently, DFT difficulties at fully grasping electron correlations,
which in the studied complexes account for the 44% to 57% of
the total binding energy, must be the major factor behind the
discrepancy. In fact, upon gas-adsorption important dispersive
dipole–dipole and dipole–quadrupole forces appear in the
systems as a consequence of CO2 inversion symmetry breaking
(i.e. the polar molecule is bent) which cannot be reproduced
by either local, semi-local or hybrid DFT approximations.
Moreover, the non-linearity of the gas molecule also indicates
the presence of large electron transfers which are well known
to pose a challenge for description to standard and hybrid
DFT methods.31 But which of these DFT shortcomings, i.e.
omission of non-local interactions, charge-transfer errors or a
mix of both, is the predominant factor behind Eads inaccura-
cies? In order to get insight into this question, we performed a
frontier molecular orbital and charge distribution analysis on
isolated and joint Ca–C14H10 and CO2 complexes.32 We found
that the energy difference between the HOMO of Ca–anthra-
cene and the LUMO of the gas molecule, ΔEfront, varied from
0.7–0.9 eV to −1.4 eV when calculated with either DFT (stan-
dard and hybrid) or MP2/cc-pVTZ methods. Positive and large
ΔEfront values do imply large reactivity and charge transfers
from Ca–C14H10 to CO2 molecules, ΔQ. In fact, this is consist-
ent with results shown in Fig. 3a and also with our charge dis-
tribution analysis performed: ΔQ values obtained with DFT
amount to ∼1 e−, about 50% larger than computed with MP2/
cc-pVTZ.33 Standard and hybrid DFT approximations, there-
fore, provide overly charged donor (+) and acceptor (−) species
which in the joint complexes are artificially stabilized by the
action of exaggerated electrostatic interactions. In view of this
finding, and also of the large size of the binding energies
reported, we tentatively identify the inability of DFT methods
to correctly describe charge-transfer interactions (and not the
omission of non-local interactions) as the principal cause
behind its failure. Calculations done on Li–anthracene systems
appear to support this hypothesis since a mild improvement
on the agreement between hybrid DFT and MP2 methods is
obtained (not seen in the standard cases) which is

accompanied by smaller ΔEfront discrepancies (i.e. of just a few
tenths of an eV). Also, the amount of electronic charge trans-
ferred from Li–C14H10 to CO2 does not change significantly
when either calculated with hybrid DFT or MP2 methods
(i.e. 0.6 and 0.4 e−, respectively).

In order to fully quantify the effect of neglecting non-local
interactions and their role in standard and hybrid DFT Eads
inaccuracies, we conducted additional energy calculations
using two different DFT van der Waals approaches
implemented in VASP. The first of these methods corresponds
to that developed by Grime, also known as DFT-D2,34 in which
a simple pair-wise dispersion potential is added to the conven-
tional Kohn–Sham DFT energy. The second approach, referred
to as DFT-vdW here, is based on Dion et al.’s proposal35–37 for
which a non-local correlation functional is explicitly con-
structed. We considered three different equilibrium configur-
ations (i.e. those obtained in DFT-PBE, DFT-B3LYP and
MP2/cc-pVTZ geometry optimizations) and calculated the cor-
responding DFT-D2 and DFT-vdW adsorption energies. In
Table 1, we report the results of these calculations. As one can
see, the overall effect of considering non-local interactions is
to decrease Eads values by about a few tenths of an eV, increas-
ing so slightly the discrepancies with respect to the MP2/cc-
pVTZ method. Also, we find that van der Waals corrections
obtained with both DFT-D2 and DFT-vdW methods are fairly
similar. For instance, ΔED2 and ΔEvdW differences (taken with
respect to DFT-PBE values, see Table 1) computed in the
DFT-B3LYP case amount to −0.07 and −0.13 eV, respectively.
We also found that the equilibrium CO2/Ca–C14H10 geometry
determined with the DFT-D2 method is practically identical to
that found with DFT-PBE. Therefore, our above assumption on
the causes behind the unsatisfactory description of specific
CCS processes by DFT methods (i.e. charge-transfer interaction
errors) turns out to be rigorously demonstrated.

Overall, the results presented in this section show the key
importance of charge-transfer interactions in AEM-based CCS
nanoparticles which, as we mentioned in the Introduction,
can be reasonably generalized to similar covalent organic
structures. Consequently, MP2 or other efficient computational
schemes embodying also many-electron correlations (see for
instance ref. 38) must be employed for the rational design and
characterization of these complexes.

Table 1 CO2-adsorption energy results obtained for Ca–anthracene using the
DFT-D2,34 DFT-vdW,35–37 and (for comparison) MP2/cc-pVTZ methods. ΔED2
values correspond to EDFT-D2 − EDFT-PBE energy differences, and ΔEvdW to EDFT-vdW
− EDFT-PBE. All energies are expressed in units of eV.

Geometry optimization method

DFT-PBE DFT-B3LYP MP2/PM

DFT-D2 (ΔED2) −0.719 (−0.083) −0.775 (−0.074) −0.056 (−0.254)
DFT-vdW
(ΔEvdW)

−0.856 (−0.220) −0.836 (−0.135) −0.115 (−0.313)

MP2/cc-pVTZ 0.920 0.835 0.219
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B. Emulating extended AEM-decorated carbon surfaces

In view of the composition and structure of anthracene, it
appears tempting to generalize our previous conclusions to
extended carbon-based materials (e.g. AC and nanostructures).
Nevertheless, we show in Fig. 4 that Ca–anthracene and Ca–
graphene are quite distinct systems in terms of the electronic
structure since partially occupied s and d electron orbitals are
missing in the former. It is important to note that equivalent
partial density of states (pDOS) dissimilarities are also found
when larger CnHm molecules are considered (e.g. the case of
Ca–coronene14). As a consequence of these differences, hybrid-
ization between sd-sorbent and p-CO2 orbitals leading to
strong gas attraction will be more limited in Ca–C14H10 com-
plexes than in Ca-decorated graphene.21

Aimed at improving the likeness among the pDOS of the
model system and Ca-decorated graphene while constraining
the size of the former system to be small, we increased the
number of Ca atoms decorating anthracene.21,39 We found
that pDOS features in 3Ca–C14H10 are already compatible with
those relevant for CO2-binding to Ca–graphene (see Fig. 4);
thus, in spite of the obvious chemical and structural defor-
mations introduced (e.g. now the anthracene molecule is sig-
nificantly bent, see Fig. 5), we performed additional
benchmark calculations for this system.

In Fig. 5 and 6 we show the resulting optimized geometries
and Eads values. As can be appreciated standard DFT, hybrid
DFT and MP2 calculations are now in qualitative good agree-
ment: all methods predict equivalent equilibrium structures
and thermodynamically favorable CO2-binding. Moreover,
adsorption energy differences between hybrid DFT and
MP2 methods amount to less than 0.4 eV in most studied geo-
metries with hybrid DFT systematically providing the smaller
values. Therefore, the agreement between hybrid DFT and
MP2 approaches can be regarded in this case as almost quanti-
tative. On the other hand, standard DFT approximations tend

to significantly overestimate Eads (i.e. by about ∼1.0–2.0 eV
with respect to the MP2/cc-pVTZ method). It must be stressed
that charge-transfer interactions in Ca-overdecorated organic
complexes are very intense and also play a dominant role.
Indeed, the amount of electron charge transferred from 3Ca–
C14H10 to CO2 is ΔQ = 1.3 e− according to the MP2/cc-pVTZ
method and also hybrid DFT approximations. In contrast,
standard DFT methods predict exceedingly large ΔQ values of
∼1.6–1.8. We identify therefore self-interaction exchange
errors, which now appear as a consequence of populating
spatially localized d-Ca orbitals,21,40 as the principal cause for
the overestimation of CO2-binding by standard DFT
approaches.

In the light of the results presented in this section, we con-
clude that standard DFT modeling of extended carbon-based
CCS materials can be expected to be correct only at the quali-
tative level. On the other hand, hybrid DFT approximations
conform to a well-balanced representation of the relevant
interactions in AEM-decorated carbon surfaces; thus we
propose using them when pursuing an accurate description of
these systems.

Fig. 4 Partial density of electronic states (pDOS) obtained for Ca–anthracene,
Ca–graphene, and 3Ca–anthracene using the DFT-PBE method. In each case,
energies have been shifted to the corresponding Fermi level (i.e. −3.02, −0.93,
and −2.73 eV, respectively).

Fig. 5 Front (F) and top (T) views of equilibrium CO2-adsorption structures in
3Ca–anthracene as obtained with standard and hybrid DFT and MP2 methods.
The atomic color code is the same as used in previous figures.

Fig. 6 CO2-adsorption energy results obtained for 3Ca–anthracene using
different optimization and evaluation methods. The cases in which optimization
and evaluation methods coincide are highlighted with large grey circles. PS, PM,
and PL notation stands for 6-31G++, 6-311G++(2d,2p), and 6-311G(2df,2pd)
Pople AO basis sets, respectively.

Paper Dalton Transactions

4674 | Dalton Trans., 2013, 42, 4670–4676 This journal is © The Royal Society of Chemistry 2013

D
ow

nl
oa

de
d 

by
 I

ns
tit

ut
o 

de
 C

ie
nc

ia
 d

e 
M

at
er

ia
le

s.
 B

ib
lio

te
ca

 M
an

 o
n 

06
 M

ar
ch

 2
01

3
Pu

bl
is

he
d 

on
 1

0 
Ja

nu
ar

y 
20

13
 o

n 
ht

tp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/C
3D

T
32

71
3B

View Article Online

http://dx.doi.org/10.1039/c3dt32713b


4. Conclusions

We have performed a thorough computational study in which
the failure of standard, hybrid and van der Waals DFT
methods at describing the interactions between X-anthracene
(X = Li and Ca) and CO2 molecules is demonstrated. The
origin of this deficiency mainly resides on the inability of stan-
dard and hybrid DFT approximations to correctly describe
charge-transfer interactions. This finding has major impli-
cations on modeling and characterization of coordination
polymer frameworks (e.g. MOF and COF) with applications in
carbon capture and sequestration. As an effective strategy to
get rid of these computational shortcomings, we propose
using MP2 or other effective computational approaches incor-
porating many-electron correlations. Moreover, based on the
similarities in electronic structure found between Ca–graphene
and 3Ca–C14H10 systems (and in spite of their obvious chem-
ical and structural differences) and the tests performed, we
argue that standard DFT modeling of extended carbon-based
materials may be expected to be correct at the qualitative level.
On the other hand, hybrid DFT approximations will provide
quantitative information on these systems. The conclusions
presented in this work suggest revision of an important
number of computational studies that are relevant to CCS
materials engineering.
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