
de Koning et al. Reply: In our Letter [1] we performed
path-integral ground state (PIGS) calculations of disloca-
tion cores in hcp 4He to investigate the presence of
off-diagonal long-range order (ODLRO) and assess the
existence of a finite condensate fraction. We found that
ODLRO is absent in all cases, with the systems displaying
no significant difference from the insulating defect-free
crystal. This result challenges the superfluid-dislocation-
network interpretation for mass-flow observations in 4He.
Boninsegni et al. [2] (BKPPS), contend that our criticism

of their work is “unjustified.” In particular, BKPPS argue
that our disagreeing results are due to the adopted averag-
ing procedure of the one-body density matrix and “an
enhanced local pressure at the dislocation core.” In the
following, in addition to refuting BKPPS’s contestations,
we argue that the origin of the difference between our
results and those reported by BKPPS is rooted in the
application of appropriate boundary conditions for mean-
ingful dislocation simulations.
BKPPS question our approach with respect to the one-

body density matrix (OBDM), ρðr1; r2Þ. It is stated that we
ignore its nonuniformity and anisotropy and that our
averageing “leads to an enormous suppression of n0;…”
First, the condensate fraction n0 is a scalar quantity,

defined for the system as a whole through the k → 0 limit
of the momentum distribution, which, by definition, is
isotropic. In fact, as has been shown in [3], even when
ρðr1; r2Þ is anisotropic. it is only the isotropic component
that persists at large separations. Second, the suggestion
that a global cell average leads to an enormous suppression
of the dislocation signal is incorrect. As demonstrated
previously [4], PIGS simulations detected a significant
condensate fraction (n0 ∼ 10−3) for a monovacancy in a cell
containing 180 atoms, in which the fraction of atoms
neighboring the defected region is ∼10−2. In our simu-
lations this fraction is of the same order of magnitude.
Moreover, it is crucial to point out that, at the atomic level, a
dislocation core is not a one-dimensional object (BKPPS
refer to one-dimensional superfluidity). Instead, it consti-
tutes a truly three-dimensional tubelike region with a cross
section determined by the core radius, which may span
several interatomic spacings. Accordingly, the volume
occupied by the defected region represents a non-negligible
fraction of the simulation cell and if the dislocation core
had contributed to a finite condensate fraction, it would
have been detected.
Subsequently, BKPPS raise the issue of the finite size of

the cells and argue that our cells would be “at elevated bulk
pressure” compared to the bulk crystal, such that the
OBDM for the CS and CE dislocations “are suppressed
in comparison with the one for the ideal crystal.”
These arguments are moot, given that all our results were

obtained at the same number density of 0.0287 Å−3 for

which the superfluidity claims were reported in Refs. [5,6].
Furthermore, the finite-size effects in our calculations are
smaller than those in Refs. [5,6]. First, the computational
cells in the latter were smaller and substantially more
constrained, imposing periodic boundary conditions only
along the dislocation line. As discussed in our Letter [1], it
is well known [7,8] that such a straightjacketlike setup with
rigid cylindrical geometries can lead to incorrect core
structures. In contrast, our calculations are based on
standard dislocation-simulation practice [9] employing
cells that also preserve translational symmetry in the glide
direction. A second element, which may further aggravate
the reliability of the simulations reported in Refs. [5,6], is
the fact that sampling in the latter was performed in the
grand-canonical ensemble. Such an approach is unjustified
for the investigation of intrinsic dislocation-core structures,
given that the addition or removal of matter in an essentially
crystalline environment may artificially induce disorder
and trigger spurious superfluidity.
Finally, BKPPS argue that our “treatment of exchange

cycles…is insufficient” and that our visual inspection
concluding the absence of long exchange cycles is inad-
equate to establish whether the ground-state properties
starting from a (nonorthogonal) trial wave function have
been reached.
The measure of exchange cycles is normally employed

as a complement to assess the evolution of a finite T
calculation, but it is not directly related to any physical
observable. Indeed, in the PIGS method all the chains
are open, with a trial wave function at the end points [10].
If this wave function (choosing, e.g., Ψm ¼ 1 is
sufficient [10]) is symmetric under the exchange of
two particles, the correct Bose symmetry is guaranteed
throughout the entire simulation. It is true that, to
improve sampling, we use a swap movement in the
middle of the open chain but this is not strictly necessary.
Furthermore, the acceptance ratio of such swap move-
ments was negligible (as for the case of the defect-free
hcp crystal).
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